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Abstract

Kernel discriminant analysis (KDA) is effective to extract nonlinear discriminative features of input samples using the kernel trick. However, the conventional KDA algorithm endures the kernel selection which has significant impact on the performances of KDA. In order to overcome this limitation, a novel nonlinear feature extraction method called adaptive quasiconformal kernel discriminant analysis (AQKDA) is proposed in this paper. AQKDA maps the data from the original input space to the high dimensional kernel space using a quasiconformal kernel. The adaptive parameters of the quasiconformal kernel are automatically calculated through optimizing an objective function designed for measuring the class separability of data in the feature space. Consequently, the nonlinear features extracted by AQKDA have the larger class separability compared with KDA. Experimental results on the two real-world datasets demonstrate the effectiveness of the proposed method.
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1. Introduction

Linear discriminant analysis (LDA) is a traditional dimensionality reduction technique for feature extraction. It has been widely used and proven successful in a lot of real-world applications. LDA works well in some cases, but it fails to capture a nonlinear relationship with a linear mapping. In order to overcome this weakness of LDA, the kernel trick is used to represent the complicated nonlinear relationships of input data to develop kernel discriminant analysis (KDA) algorithm. Kernel-based nonlinear feature extraction techniques have attracted much attention in the areas of pattern recognition and machine learning \cite{8,18,21,28}. Some algorithms using the kernel trick are developed in recent years, such as kernel principal component analysis (KPCA) \cite{21}, kernel discriminant analysis (KDA) \cite{17} and support vector machine (SVM) \cite{25}. KPCA was originally developed by Scholkopf et al. \cite{23}, while KDA was firstly proposed by Mika et al. \cite{17}. KDA has been applied in many real-world applications owing to its excellent performance on feature extraction. Researchers have developed a series of KDA algorithms (Lu \cite{14}, Baudat and Anouar \cite{2}, Liang and Shi \cite{10–12}, Yang \cite{32,33}, Lu \cite{15}, Zheng \cite{36}, Huang \cite{5}, Wang \cite{27} and Chen \cite{4}, Liang \cite{9}, Zheng \cite{35}, Tao \cite{26}, Xu \cite{31}, Saadi \cite{20}, Yeung \cite{34}, Shen \cite{24}, Ma \cite{16}, Wu \cite{29}, Liu \cite{13}). Because the geometrical structure of the data in the kernel mapping space, which is totally determined by the kernel function, has significant impact on the performance of these KDA methods. The separability of the data in the feature space could be even worse if an inappropriate kernel is used. In order to improve the performance of KDA, many methods of optimizing the kernel parameters of the kernel function are developed in recent years (Huang \cite{5}, Wang \cite{27} and Chen \cite{4}). However, choosing the parameters for kernel just from a set of discrete values of the parameters does not change the geometrical structures of the data in the kernel mapping space. In order to overcome the limitation of the
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4. Conclusion and future work
In this paper, we develop a novel kernel-based learning
method called AQKDA algorithm for feature extraction. Com-}
pared with KDA, AQKDA is more adaptive to the input data for classification because AQKDA
changes automatically the quasiconformal kernel structure
with the adaptive parameters which are computed through
optimizing an objective function designed for measuring
the class separability of data in the feature space. The AQKDA algorithm works well on two real dataset, but there are some essential questions should be answered in the future: (1) Are there other methods of choosing \( \delta \) besides the cross-validation method? (2) If the number of samples and classes is very large then time consuming of solving the expansion coefficients becomes a challenge work owing to the large dimension of the matrix \( E \). How to increase the computation efficiency of optimizing the quasiconformal kernel when the size of dataset is very large?
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